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ABSTRACT

Solving systems of linear equations is one of the common and pressing
challenges that appear fundamentally in numerous scientific, engineering,
and real-world problems in various domains. Examples of these problems
include weather prediction, stock market forecast, Internet search engines,
undirected Graph, computational fluid dynamics problems, circuit simulation
problem, and computer graphics/vision problems. The building blocks for
solving a variety of the scientific and engineering problems or simulation
codes is available in the linear algebra. The linear algebra offers a solution
for dense or sparse linear systems. For the sparse linear system solution that
dominates the time of execution; prompting the ongoing development of
highly = optimized iterative algorithms and  high-performance  parallel
implementations. Even though the computing power of a single processor
continues to grow, but the sequential processing did not achieve acceptable
performance in solving large sparse linear equations systems. Through
combining the power of the parallel processing on multicore/manycore
architectures and numerical algorithms; the problem of solving large sparse
linear equations systems can be reached better performance perfectly. The

solution of large sparse linear equations systems relies on sparse matrix-



vector multiplication (SpMV). Hence, the high-performance implementations
of SpMV are required to reduce the computation time for the solution of
large sparse linear equations systems. The SpMV commonly performs poorly
on modern architectures such as Intel Xeon Phi, attaining less than 10% of
the peak performance of CPUs.

In this thesis, we implemented the serial and the parallel version of the Jacobi
iterative method to solve large sparse systems of diagonally dominant linear
equations on conventional CPUs; then offload the code to the Intel Xeon Phi
coprocessor-based Intel Many Integrated Core (MIC). We have implemented
Compressed Sparse Row (CSR) storage format for storing values of the
matrix during computation, to gain efficiency both regarding arithmetic
operations and memory usage. Finally, the performance evaluation of the
code on two architectures; Intel Xeon Phi coprocessor-based Intel MIC and
traditional Intel Xeon CPUs are reported with a comparison regarding the
execution time, the number of threads impact, the memory transfer time
(offload time), and the matrix density. Our experiments results showed that
by using the Intel Xeon Phi Coprocessor based Intel MIC for solving the
diagonally dominant large sparse linear equations systems under the same
suggested circumstances in this thesis; gave us that around 70% of the
execution time on Intel MIC spent in the offloading and data transfer from
the host memory (CPU) to the device memory (MIC). So, there was
substantial degradation in the performance once it came to sparse matrix
workloads, to a degree where the traditional Intel Xeon CPUs based

execution was an order of magnitude faster.



